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In two experiments a multiple-response repertoire of four free-operant responses was developed with
university students as subjects using monetary gain as reinforcement. Following baseline, one of the
responses was reduced either by making monetary loss contingent upon it (response cost) or by removing
it from the repertoire (response restriction). In Experiment 1 a multielement baseline design was
employed in which baseline and restriction or response-cost contingencies alternated semirandomly
every 3 minutes. In Experiment 2 a reversal design was employed (i.e., baseline, restriction or response
cost, then baseline), and each response required a different amount of effort. Both experiments had
the following results: (a) The target response decreased substantially; (b) most nontarget responses
increased, and the rest remained near their baseline levels; and (c) no support was found for Dunham's
hierarchical, most frequent follower, or greatest temporal similarity rules. For several subjects, the
least probable responses during baseline increased most, and the most probable responses increased
least. Furthermore, in Experiment 2, responses with the lowest frequency of reinforcement increased
most (for all 7 subjects), and those with the greatest frequency of reinforcement increased least (for
5 subjects).
Key words: response cost, response restriction, multiple-response repertoire, variable-interval sched-

ules, response force, multielement baseline, reversal design, time allocation, humans

When responding is reinforced with iden-
tical variable-interval (VI) schedules in both
components of a multiple schedule (Ferster &
Skinner, 1957), similar response rates are ob-
tained in each component (de Villiers, 1977;
Herrnstein, 1970, 1974). If reinforcement is
later withheld in one component, responding
in that component decreases and responding
in the other component increases (Reynolds,
1961; Skinner, 1938). This phenomenon is
called behavioral contrast. Similar contrast has
been found when punishment is introduced in
one component of a multiple schedule or is
made contingent on one response in a concur-
rent schedule (Azrin & Holz, 1966; Bradshaw,
Szabadi, & Bevan, 1979; Brethower & Reyn-
olds, 1962; Deluty, 1976; Dunham, 1972).
When only two responses are employed and
one is punished, it has been shown consistently
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that the rate of the unpunished response in-
creases (Azrin & Holz, 1966). When more
than one unpunished response is employed,
however, more complex patterns have been
found. The most extensive experimental as-
sessments of the effects of punishment on more
than one unpunished response have come from
the laboratories of Dunham and Crosbie.

Dunham's Studies
Dunham and his colleagues (Dunham, 1971,

1972, 1978; Dunham & Grantmyre, 1982)
studied gerbils in an experimental chamber in
which several activities (e.g., eating, running,
drinking, shredding cardboard, digging in sand,
and grooming) were freely available (i.e., no
shaping or active manipulation of contingen-
cies was employed). The animals were given
several sessions for behavioral preferences to
stabilize, then electric shock was presented
contingent on one of the responses in this mul-
tiple-response repertoire. It was found that
shock increased the most probable of the un-
punished baseline responses (Dunham, 1978),
and decreased the response that had most fre-
quently followed the punished response during
baseline (Dunham & Grantmyre, 1982). Ini-
tially, Dunham (1978) argued that the in-

173

1993, 59, 173-192 NUMBER 1 (JANUARY)



JOHN CROSBIE

crease of the most probable baseline response
can be explained by implicit avoidance. Ac-
cording to this explanation, because the pun-
isher was never presented while an unpun-

ished response was performed, the most
probable response during baseline (which is
likely to be the most probable response during
the punishment phase) would most frequently
postpone the punisher, and therefore increase
by adventitious avoidance conditioning. Later
this explanation was abandoned when it was
found that response restriction also increases
the most probable baseline response (Dunham
& Grantmyre, 1982). The label implicit avoid-
ance was therefore replaced by the theoreti-
cally neutral hierarchical rule.
The reduction of the most frequent follower

of the target response during baseline was ex-
plained in terms of chains of responses and
stimulus control. It was proposed that a stable
chain of responses would emerge during base-
line, and the target response would function
as a discriminative stimulus (SD) for the next
response in the chain (the follower). When the
target response decreased during the punish-
ment phase, the follower would also decrease
because its SD (the target) was removed (Dun-
ham & Grantmyre, 1982).

In summary, Dunham's work with gerbils
had three major findings: (a) Punishment in-
creased the most probable unpunished baseline
response, (b) punishment decreased the most
frequent follower of the punished response,
and (c) these effects were not produced only
by the aversive aspects of punishment, because
response restriction also had similar conse-

quences.
In an assessment of the external validity of

these findings, Dunham, Cornwall, and
Hurshman (1986) performed a systematic rep-
lication of the gerbil studies in which human
subjects engaged in games or leisure activities,
and response restriction was employed instead
of electric shock. In Experiment 1, university
students played pinball, pool, darts, and a video
game in a multiple-response repertoire. After
four sessions of baseline, one of responses was
removed for four sessions, and then there were
four more sessions of baseline. During the re-

striction phase, there was an increase in re-

sponse duration only for the response that,
during baseline, had the most similar temporal
pattern to the restricted response (i.e., the most
similar mean bout time for the response, and

the most similar period between bouts of re-
sponding); response durations did not change
significantly for the other responses in the rep-
ertoire. It was also found that the most prob-
able baseline response often had the most sim-
ilar temporal pattern to the restricted response.
This new temporal similarity rule was there-
fore compatible with the hierarchical rule. Un-
fortunately, there was insufficient switching
between responses to provide a good test of the
generality of the greatest follower proposition.

Crosbie's Studies
In Crosbie's initial studies (1988, 1990a,

1991), university students pressed numeric keys
(0 to 9) on a computer keyboard and won and
lost points that were later exchanged for money.
The rates of all 10 responses were recorded,
but only the target response "3" was punished:
25 cents was deducted every time "3" was
pressed. In one study (Crosbie, 1990a), only
the target response "3" was reinforced (VI 15
s, + 5 cents); the other nine responses were
neither reinforced nor punished. Response cost
temporarily reduced the rate of all unpunished
responses, but they eventually recovered to their
baseline levels. Dunham's hierarchical rule was
not supported, but there was some support for
the greatest follower proposition; the data were
collected before those of Dunham et al. (1986)
were published, so the temporal similarity rule
was not assessed. In another study (Crosbie,
1991), all 10 responses (0 to 9) were reinforced
on a single schedule (VI 15 s, + 5 cents), but
only the target response "3" was punished
(-25 cents for every response). For 2 subjects,
punishment produced an increase in nontarget
responding, nontarget responses decreased
slightly for 1 subject, and there was no change
for 1 subject. Neither the hierarchical rule nor
the greatest follower rule was supported.

In Crosbie's most recent study (1990c), four
or five colored squares were displayed on a
computer screen, and university students won
and lost points by moving the mouse cursor
into any of the response squares and pressing
the mouse button. For each response, the mag-
nitude of reinforcement was equal to the re-
sponse number (e.g., in Experiment 1, Re-
sponse 1 received VI 20 s + 1 cent, Response
2 received VI 20 s +2 cents, etc.), and 25
cents was subtracted every time the target re-
sponse was made. Virtually all unpunished
responses increased, and there was no support
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for the hierarchical or greatest follower rules;
the temporal similarity proposition was not
assessed.

Procedural Differences Between the
Studies of Dunham and Crosbie
The major difference between the results of

Dunham and Crosbie is that Dunham consis-
tently found change in only one unpunished
or unrestricted response (selective change),
whereas Crosbie consistently found change in
most unpunished responses (general change).
Because there are so many procedural differ-
ences between the two projects, it is difficult
to determine with confidence the factors re-
sponsible for the different results. The follow-
ing differences, however, are possible candi-
dates: (a) Dunham employed temporally
extended responses, whereas Crosbie used dis-
crete responses (button presses); (b) Dunham
employed topographically dissimilar effortful
responses, whereas Crosbie's responses were
very similar and required little effort; (c) Dun-
ham employed intrinsic reinforcers, whereas
Crosbie employed extrinsic reinforcers; (d)
Dunham employed electric shock or response
restriction, whereas Crosbie employed re-
sponse cost; and (e) Dunham employed an ABA
design (Barlow, Hayes, & Nelson, 1984) to
assess change, whereas Crosbie programmed
only baseline and response cost phases and
assessed change with multielement compari-
sons (Sidman, 1960; Ulman & Sulzer-Azaroff,
1975), interrupted time-series analysis (Cros-
bie & Sharpley, 1989), or visual inspection.

The Present Experiments
One purpose of the present experiments was

to manipulate some of the procedural differ-
ences described above to determine why Dun-
ham and Crosbie consistently obtained differ-
ent results. Consequently, in both experiments
temporally extended responses were employed.
Different variable-interval (VI) schedules of
reinforcement plus a 2-s changeover delay (i.e.,
a reinforcer was not available within 2 s of
switching responses; COD) were employed for
each response to obtain a differentiated base-
line with sufficient switching between re-
sponses to provide a test of both the greatest
follower and greatest temporal similarity
propositions. Furthermore, both response cost
and response restriction were programmed.

Regardless of whether these manipulations

would produce results similar to those obtained
by Dunham, a more general, and perhaps more
important, goal of the present experiments was
to determine how humans redistribute their
time when one free-operant response in their
repertoire is punished or restricted.

EXPERIMENT 1
METHOD

Subjects
Six undergraduate students, 4 females (D10,

Dll, D12, and D16) and 2 males (D17 and
D18), served as subjects. They ranged in age
from 19 to 23 years, and none had participated
previously in psychological experiments.

Apparatus
Experimental sessions were conducted in a

sound-attenuating experimental cubicle (163
cm by 133 cm) containing a Samsung® S330
(IBM® PC compatible) personal computer, an
ECM-5400® enhanced color graphics moni-
tor, a Microsoft® mouse, and a rubber mouse
pad. All equipment was placed on a shelf (163
cm by 61 cm) that ran along the back wall of
the cubicle 75 cm above the floor. The subject
sat in the center of the cubicle in front of the
monitor, with the mouse resting on the mouse
pad slightly to the right of the monitor (all
subjects were right handed); the computer was
placed on the far right of the shelf. The key-
board was removed from the computer so that
the subject would not be distracted by it and
could not use it to interfere with the experi-
mental program. An exhaust fan operated con-
tinuously during all sessions to provide ven-
tilation and masking noise.
The mouse was the response device (Cros-

bie, 1990b), and a computer program con-
trolled the experiment. During experimental
sessions, four colored squares (2 cm) were dis-
played in the shape of a cross in the center of
the blue screen (25 cm by 16 cm). The top
and bottom squares were 3.5 cm apart, as were
the left and right squares. The top square was
Location 1, the left square was Location 2, the
right square was Location 3, and the bottom
square was Location 4. The program recorded
how many times the subject moved the block
mouse cursor (0.33 cm by 0.66 cm) into each
of the response squares, plus the total time the
cursor was in each square (the principal de-
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Fig. 1. A schematic representation of the layout of response locations plus the contingencies arranged for each
location in Experiment 1. The number assigned to a location is shown in the top left corner of the square. During the
experiment, none of the information shown in the figure was displayed to subjects.

pendent variable). Figure 1 shows the layout
of the response squares and the contingencies
arranged for each square.

Procedure
Instructions. Before the first session, each

subject read the following instructions:

This is a situation in which you can earn money.

When the block cursor is in any of the green
or red squares in the center of the screen, you
can win and lose points. To move the cursor

you merely move the mouse on the rubber mouse
pad; you will know when the cursor is in a

colored square because the cursor will change
color. At the end of the experiment you will
receive either your total score in cents (e.g.,
2,000 points equals $20) or $50, whichever is
greater. Your score will be continuously dis-
played at the top of the screen. Throughout this
experiment, green or red squares will be dis-
played in the center of the screen for 3 minutes,
then they will disappear for 15 seconds, then
they will reappear. You can only win and lose
points when the cursor is in a square, so when
the squares disappear, rest for 15 seconds. You

may move the mouse anywhere on the mouse

pad and press the buttons on the mouse, but do
not touch any buttons or knobs on the computer
because this may crash the program and your
money may be lost.

Design. A multielement baseline design
(Sidman, 1960; Ulman & Sulzer-Azaroff,
1975) was employed. Each session consisted
of five 3-min presentations of red squares and
five 3-min presentations of green squares (in
a semirandomized order; Gellermann, 1933),
with each 3-min period separated by 15 s of
timeout. For all subjects, both green and red
squares were correlated with baseline condi-
tions throughout the 13 sessions of Phase 1
(baseline). During Phase 2 (12 sessions) for
D10, D12, D16, and D18, green squares con-
tinued to be correlated with baseline condi-
tions, whereas red squares were correlated with
response cost or response restriction; for D11
and D17, red squares continued to be corre-
lated with baseline conditions, whereas green
squares were correlated with response cost or

response restriction.

VI 45"
+2c
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During the baseline phase, 2 points were
obtained whenever the cursor was in a re-
sponse square after an interval that averaged
60 s, 45 s, 30 s, and 15 s, for Locations 1 to
4, respective (VI 60 s, 45 s, 30 s, and 15 s;
Catania & Reynolds, 1968, p. 343, arithmetic
sequence). Each location had its own inde-
pendent timer, and a 2-s COD was pro-
grammed so that reinforcers were not pre-
sented within 2 s of switching between response
locations. There were no programmed conse-
quences between experimental periods or when
the cursor was not in a response square. At
the start of each experiment period, a 1000-
Hz tone was presented for 100 ms. Whenever
a reinforcer was presented, the point score
(continuously displayed in white in a 5-cm by
2-cm yellow box in the center, and 1 cm from
the top, of the screen) was incremented by the
value of the reinforcer, and a 1500-Hz tone
was presented for 150 ms. Response cost was
a reduction of points and the presentation of
a 100-Hz tone for 300 ms.
To maintain conditions comparable to those

in Dunham and Crosbie's studies, all subjects
received 13 sessions during Phase 1 (similar
in number to those in Dunham and Grant-
myre, 1982, and Crosbie, 1990c, and more
sessions than in Dunham et al., 1986) and 12
sessions during Phase 2 (response cost or re-
sponse restriction). During the response cost
phase, baseline conditions continued, but Re-
sponse 3 also produced a 10-point loss for every
second that the cursor was in Square 3. During
the response restriction phase, Square 3 was
not displayed, and there were no programmed
consequences for moving the cursor into the
area where it had been displayed during base-
line (the program, however, recorded time spent
in all four locations and response sequences in
the same way it did during baseline). D1 0,
D11, and D12 received response restriction;
D16, D17, and D18 received response cost.

RESULTS AND DISCUSSION
Figures 2 and 3 show that both restriction

and response cost produced an immediate, sus-
tained reduction in time spent in the target
square (3). Restriction also increased time spent
in six of the nine nontarget locations shown in
Figure 2; time in the other nontarget locations
was similar in both multielement components.
Similarly, response cost increased time spent

in seven of the nontarget locations shown in
Figure 3, and in the other nontarget locations
there was no systematic difference in total re-
sponse duration between the two components.
Contrary to Dunham's findings, restriction and
response cost did not reduce time spent in any
nontarget location.

Figure 4 shows that restriction produced the
smallest percentage increase in response du-
ration for the most probable nontarget location
during baseline (4, 1, and 2 for D10, D1,
and D12, respectively; see Table 1 for per-
centage changes). Similarly, for 2 subjects (D16
and D18), response cost also produced the
smallest percentage increase in response du-
ration for the most probable nontarget location
during baseline (4 for all subjects) and an in-
termediate percentage increase for the other
subject (D17). Clearly, these data do not sup-
port the hierarchical rule.

For the subjects who received restriction, the
greatest follower had the smallest percentage
increase (DI 1), an intermediate increase
(D10), and the greatest percentage increase
(D12). Similarly, for the subjects who received
response cost, the greatest follower also had
the smallest percentage increase (D1 8), an in-
termediate increase (D17) and the greatest
percentage increase (D1 6). These results pro-
vide no support for the greatest follower prop-
osition.
Table 1 shows temporal similarity (TS) to

the target location data. Mean bout duration
(Mbout) was the total time in a location di-
vided by the number of occasions on which
that location was entered. Mean interbout in-
terval (MIBI) was the mean time between
leaving a location and entering it on the next
occasion. TS was computed with the formula
TS = ABS (MboutL - MboutT) + ABS
(MIBIL -MIBIT), where ABS is the absolute
value, MboutL and MIBIL are Mbout and
MIBI for the location, and MboutT and MIBIT
are Mbout and MIBI for the target (3). Small
TS values suggest greater temporal similarity
to the target. For the subjects who received
restriction, the location with the greatest TS
(1, 2, and 2 for D10, D11, and D12, respec-
tively) had either an intermediate or small per-
centage increase in time (see Table 1). For the
subjects who received response cost, the loca-
tion with the greatest TS (4, 2, and 4 for D16,
D1 7, and D1 8, respectively) had either a slight
decrease or the smallest percentage increase in
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Fig. 2. For the subjects in Experiment 1 who received response restriction, total response duration for each location
during each session. Open circles indicate the multielement component correlated with baseline conditions throughout
the study, and closed triangles show the component correlated with the restriction of Location 3.

time. The present data do not support the tem-
poral similarity rule.
The present experiment substantially rep-

licated that of Crosbie (1990c): Response cost
and restriction quickly reduced response du-
ration in the target location, time spent in most
nontarget locations increased, and the hier-
archical and greatest follower rules were not
supported. The greatest temporal similarity
rule also was not supported. Hence, Dunham's
use of temporally extended responses cannot
explain the differences between his results and
those of Crosbie (1990c).

In addition to the general increase in non-

target responding regularly found with pun-
ishment and several free-operant responses

(Crosbie, 1990a, 1990c, 1991), the present ex-

periment also found that response duration
during baseline can predict the relative mag-
nitude of changes in response duration for non-
target locations during restriction and response
cost. The least probable locations during base-
line had the greatest percentage increase for 4

subjects (D10, D12, D17, and D18), and the
most probable locations had the smallest per-

centage increase for 5 subjects (D10, D11, D12,
D16, and D18).

EXPERIMENT 2
In Experiment 1 all responses were topo-

graphically similar, differing only in the re-

inforcement frequency programmed for each
location. This may be why response durations
were so similar for all locations (see Figure
4). To increase topographical dissimilarity, in
the present experiment each location had a

different response force requirement (10 to 40
N), with Location 1 requiring the most force
and Location 4 the least force. It was also
anticipated that employing a moderate re-

sponse force requirement (instead of the very
low force requirement used in Experiment 1)
would improve matching between the pro-
grammed contingencies and response duration
(Elsmore, 1971).
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Fig. 3. For the subjects in Experiment 1 who received response cost, total response duration for each location
during each session. Open circles indicate the multielement component correlated with baseline conditions throughout
the study, and closed triangles show the component correlated with response cost contingent on staying in Location 3.

Experiment 1 employed a multielement de-
sign with 25 sessions per subject to maintain
comparability with Crosbie's studies (1990a,
1990c). Although most responses were reason-
ably stable, greater confidence could be placed
in the results if more sessions were used and
all responses were stable before the conditions
were changed. Furthermore, a reversal (ABA)
design (i.e., baseline, restriction or response
cost, then a return to baseline) would highlight
any changes produced by the experimental
conditions, and make the procedure more sim-
ilar to that of Dunham et al. (1986). For these
reasons, an ABA design was used in the pres-
ent experiment and conditions did not change
until all responses were stable.

METHOD
Subjects

Five subjects were undergraduate students
(H06, H08, and H12, female; H11 and H13,
male) and 2 were unemployed (H07 and H09;
male and female, respectively); their ages

ranged from 19 to 35 years. The only subject
who had participated previously in a psycho-
logical experiment was H08, who also served
in Experiment 1 as D1 6; she was not debriefed
until both experiments were completed.

Apparatus
The computer, color monitor, mouse, and

mouse pad were the same as in Experiment
1, but the present study was conducted in two
areas (180 cm by 200 cm each) of a laboratory
partitioned with room dividers (123 cm by 180
cm). Subjects sat at a desk (70 cm by 106 cm

by 72 cm), with the computer and monitor at
the back, the mouse and mouse pad at the front
right (all subjects were right handed), and the
response box and lever at the front left. The
plywood box was 19 cm wide by 30 cm long
by 19 cm high, with a slot in front for the steel
rod (2 cm diameter) to protrude 4.5 cm at an

angle of 240 below horizontal. The end of the
rod was sealed with insulation tape, and the
protruding section of the rod was wrapped in
a spongy tape that is commonly used to cover
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Fig. 4. For each subject in Experiment 1, mean response duration for each location during the last six sessions of

baseline and the last six sessions of the restriction and response cost phases; data are shown only for the multielement
component in which restriction and response cost were programmed (closed triangles in Figures 2 and 3). The target
location was "3," and the location that followed the target most frequently during baseline is marked ">Follower."
For example, during baseline D10 moved from the target location to Locations 1, 2, 3, and 4, on 216, 39, 61, and 97
occasions, respectively. Hence, for D10, Location 1 was the most frequent follower of the target location during baseline.

the grips of tennis racquets. Inside the box, a
Lafayette 76613 force transducer was bolted
to the bottom, with its five thin steel springs
(4 cm by 1 cm) wrapped in nylon tape; with
all five springs combined, force of 0 to 100 N
(i.e., up to 10 kg weight) can be recorded. The
lever was attached to a hinge on the top of the
force transducer such that the lever rested on
the end of the springs; the lever could move
vertically and thus bend the springs. When

force was applied to the springs, a small cur-
rent was produced in the transducer, ampli-
fied, and converted to a number corresponding
to the force.
Procedure

Instructions. Before the first session subjects
read the following instructions:

This is a situation in which you can earn money.
You can earn money when the cursor is in any
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Table 1

Experiment 1: Mean bout duration (Mbout), mean interbout interval (MIBI), and temporal
similarity to the target response (TS) for each of the four locations during the last six baseline
sessions. Percentage of change relative to baseline is also shown.

Locations

Subjects LI L2 L3 L4

Restriction
D10 Mbout 2.772 2.788 2.890 2.505

MIBI 48.957 65.498 51.535 48.332
TS 2.697a 14.066 3.589
% Change 135.99 200.23 0.80 93.73

Dll Mbout 3.611 3.401 3.671 3.237
MIBI 66.065 66.628 67.063 61.218
TS 1.058 0.705a - 6.279
% Change 116.75 125.46 11.75 162.46

D12 Mbout 2.796 3.333 2.904 2.112
MIBI 53.337 60.488 64.693 58.590
TS 11.465 4.634a 6.895
% Change 115.70 111.72 0.20 148.95

Response cost
D16 Mbout 3.792 3.377 3.728 3.753

MIBI 59.988 71.402 57.010 59.007
TS 3.042 14.742 2.022a
% Change 146.04 144.65 0.24 98.88

D17 Mbout 3.106 3.291 2.538 3.662
MIBI 65.712 54.010 53.855 44.258
TS 12.425 0.909a 10.720
% Change 150.94 114.38 0.11 138.93

D18 Mbout 2.352 2.157 2.469 2.705
MIBI 44.868 45.585 33.093 37.190
TS 11.892 12.804 4.333a
% Change 143.60 183.66 0.08 109.58

Greatest temporal similarity to the target location.

of the colored squares in the center of the screen.
To move the cursor into a square you move the
mouse on the grey rubber pad while you press
the lever; you will know when the cursor is in
a square because the cursor will change color.
The cursor will not move into, or remain in, a
square unless the lever is pressed with sufficient
force for that square; each square requires a
different amount of force on the lever. Some-
times when the cursor is in a square you will
hear a tone and points will be added to your
score. Sometimes when you are in a square you
will hear another tone and points will be sub-
tracted from your score. Throughout the ex-
periment your point score will be shown in the
box at the top of the screen. At the end of the
experiment you will receive 1 cent for every
point in your score (e.g., 2,000 points equals
$20). It is very important that you come to every
session. If you come to all scheduled sessions
you will receive a bonus of $50. If, however,
you miss sessions, you will not receive the bo-
nus, and furthermore you will lose $10 for every

scheduled session that you miss. You may move
the mouse and press the lever, but do not touch
anything on the computer or screen because this
may crash the program and lose your points.
Press the lever, do not hit it! If you hit the lever
or lever box you may damage the equipment
and lose all your points.

Subjects were told that metal on the wrist
and hands would affect delicate equipment in
the response box; consequently, they removed
all metal jewelry at the beginning of each ses-
sion. Thus, they were unable to use a watch
to time schedules.

Design. Table 2 shows the sequence of con-
ditions and the corresponding number of ses-
sions for each subject. Each condition was
maintained for at least 10 sessions, and until
all responses had a coefficient of variation and
linear trend less than or equal to .18 for the
most recent eight sessions (Killeen, 1978). H06,
H08, H 11, and H13 had green response
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Table 2

Sequence of conditions and number of sessions for the
subjects in Experiment 2.

Number of
Subject sessions Condition

Target location: L3
H06 29 Baseline

11 Response cost
15 Baseline

H07 39 Baseline
11 Response restriction
10 Baseline

H08 14 Baseline
18 Response restriction
14 Baseline

H09 21 Baseline
24 Response cost
13 Baseline

Target location: L2
H 1l 24 Baseline

15 Response cost
3 Baseline

H12 15 Baseline
19 Response restriction
12 Baseline

H13 18 Baseline
12 Response cost
27 Baseline

Note. H08 also served in Experiment 1 as D16.

squares throughout all phases of the experi-
ment; H07, H09, and H12 had red squares
throughout. Subjects participated for six 25-
min sessions per day (Monday to Friday) with
at least a 30-min break between sessions. Dur-
ing each session, 2 subjects worked concur-
rently in their respective partitioned sections
of the laboratory.
During baseline, 10 points were obtained

(and a 1500-Hz sound was presented for 100
ms) whenever the cursor was in a response
location after an interval that averaged 120 s,
90 s, 60 s, and 30 s, for Locations 1 to 4,
respectively (VI 120 s, 90 s, 60 s, and 30 s;
Catania & Reynolds, 1968, p. 343, arithmetic
sequence). Each location had its own inde-
pendent timer. A 2-s COD was also pro-
grammed so that reinforcers were not pre-
sented within 2 s of entering a response location.
The mouse cursor would move into, and re-
main in, a response square only if the lever
was pressed with sufficient force for that square:
Response force thresholds were 40, 30, 20, and
10 N for Locations 1 to 4, respectively. If the
force dropped below threshold, a 2000-Hz

sound was presented for 2 ms, and the mouse
cursorjumped to the middle of the screen equi-
distant from all squares. During the response
cost phase, baseline conditions continued ex-
cept that 100 points were also lost (and an 80-
Hz tone presented for 300 ms) for every second
that the cursor was in the target square (3 or
right square for H06, H07, H08, and H09; 2
or left square for H11, H12, and H13). Dur-
ing the response restriction phase the target
square was not displayed (and no force was
required to move into, or remain in, that lo-
cation), and there were no programmed con-
sequences for moving the cursor into the area
in which it had been displayed during baseline
(the program, however, recorded time spent in
all four locations and response sequences in
the same way as it did during baseline). Figure
5 shows the layout of response locations, plus
the force requirement and contingencies ar-
ranged for each location.

RESULTS AND DISCUSSION
Figures 6, 7, 8, and 9 show that restriction

and response cost completely eliminated time
spent at the target location, but, in general, it
quickly recovered when baseline contingencies
were reinstated. For most subjects and loca-
tions, time spent in nontarget locations either
increased significantly or did not change, then
quickly returned to the baseline level when
restriction or response cost was discontinued.
For all 7 subjects, Location 1 had the largest
increase as a percentage of baseline duration;
for 5 subjects (H07, H12, H06, H09, and
H 13), Location 4 had the smallest percentage
increase (see Table 3).

Figure 10 shows that for most subjects (H06,
H09, H13, H07, and H12), the nontarget lo-
cation with the longest response duration dur-
ing baseline (Location 4 for these subjects) had
the smallest percentage increase when restric-
tion and response cost were introduced. For
the other 2 subjects (H08 and H1 1), Location
1 was the nontarget location with the longest
duration during baseline, and this location had
the largest percentage increase in the restric-
tion and response costs phases. Hence, the
present data provide little support for the hi-
erarchical rule.

For most subjects the greatest follower had
either the greatest percentage increase in re-
sponse duration (H06, H 11, and H08) or an
intermediate increase (H09 and H 13). For only

182



RESPONSE COST AND RESTRICTION

All reinforcers +1Oc

(& -1 OOc/sec) 4 (& -1 OOc/sec)

Fig. 5. A schematic representation of the layout of response locations plus the force requirement and contingencies
arranged for each location in Experiment 2. The number assigned to a location is shown in the top left corner of the
square. During the experiment, none of the information shown in the figure was displayed to subjects.

2 subjects (H07 and H 12) did the greatest
follower have the lowest percentage increase.
Consequently, the present data do not support
the greatest follower rule.

Table 3 shows that for only 1 of the subjects
who received restriction did the location with
the greatest TS have the greatest increase (H 12:
1); for the other 2 subjects this location had
either a moderate increase (H07: 2) or a small
decrease (H08: 2). For none of the subjects
who received response cost did the location
with the greatest TS have the greatest increase;
for 3 subjects this location had a moderate
increase (H06: 2, H09: 2, and H13: 3), and
for the other subject this location had the
smallest increase (HI 1: 3). As was found in
Experiment 1, the present data do not support
the temporal similarity rule.

GENERAL DISCUSSION
One aim of the present experiments was to

determine which procedural variables can ex-

plain why Dunham and Crosbie obtained dif-
ferent results. To do this, Crosbie's free-op-
erant procedures were modified to make them
more similar to those of Dunham and col-
leagues. Although these modifications pro-
duced results that were consistent across sub-
jects and the present experiments, they did not
produce findings similar to those obtained by
Dunham. Hence, this objective was not
achieved.
The other aim of the present experiments

was to learn more about how subjects redis-
tribute their time when one free-operant re-

sponse is removed from the repertoire by pun-
ishment or restriction. This was achieved. As
has been found consistently in Crosbie's stud-
ies (1990a, 1990c, 1991), in the present ex-

periments there was a general increase in re-

sponse duration for unpunished and
unrestricted locations. This is in sharp contrast
to the selective change in one response reported
by Dunham. In addition to replicating a non-
selective increase in duration for most nontar-

VI 120"
40 N

VI 90"
30 N
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get locations, the present experiments also
found that these increases are moderately re-
lated to response duration and reinforcer fre-
quency during the preceding baseline phase.
The implications of these findings will be dis-
cussed below.

Dunham's Rules
It has been over 20 years since Dunham's

first propositions were presented (1971); it is
time for their current status to be examined.
The hierarchical rule has not been supported
by any experiment with adult humans (Cros-
bie, 1988, 1990a, 1990c, 1991; Dunham et al.,
1986, Experiment 1; the present experiments),
and in those experiments in which it has been
supported (Dunham et al., 1986, Experiments
2 and 3), the hierarchical and temporal sim-
ilarity rules made identical predictions. Given
these failures to replicate and the uncertain
theoretical status of the rule since the aban-
donment of the implicit avoidance explanation,
the rule should be considered suspect and per-
haps abandoned. Similarly, the greatest fol-
lower rule has not been replicated with human
subjects and may not survive future data.
On the other hand, the temporal similarity

rule has successfully predicted changes follow-
ing restriction with university students, kin-
dergarten children, and gerbils (Dunham et
al., 1986), and, notwithstanding the present
failure to replicate with free-operant re-
sponses, structural variables deserve further
experimental attention. There is, however, a
theoretical problem with this rule: It is not
clear what temporal similarity measures. Re-
sponses with greater reinforcement value would
be expected to have a large bout duration (B)
and a small interbout interval (I) (Premack,
1965). By taking the absolute difference be-
tween B for a nontarget response and B for
the target, the resultant score does not reflect
whether the response has a greater or lower
reinforcement value than the target. Combin-
ing the absolute difference in I for a nontarget
response and the target also eliminates relative
value information. By adding these two ab-
solute differences to produce temporal simi-
larity (TS), a TS score could reflect four pat-
terns of B and I relative to the target: larger
B, smaller B, larger I, and smaller I. What
does a small TS tell us about a response? Dun-
ham et al. found something, but it may not be
functionally related to temporal similarity.

700-
600
500-
400-
300-
200
100-

0O

700
600
500
400
300
200
100

0

0C)

CA
I._O

700'
600'
500'
400'
300'
200'
100'

700'
600'
500'
400'
300'
200'
100'

Base

H12

10

10

Rest Base

.\pfvA.v.

20 30 40 50

I m
40 50

20 30 40 50

10 20 30

Sessions

RI

40 50

Fig. 7. For the subject in Experiment 2 for whom
Location 2 was restricted, total response duration for all
locations during each session of the baseline, restriction,
and return to baseline phases.

185

10 20 30



JOHN CROSBIE

Base Cost Base Base
6001
500
400
300
200
100-

10 20 30 40 50 60

H09

Cost Base

Evl
10 20 30 40 50 60

600
500-
400
300-
200-

1 100

10 20 30 40 50 60
IoVm

10 20 30 40 50 60

I

10 20 30

A~v-~

600-
500-
400'
300-
200

E 100-

40 50 60

14

10 20 30 40 50 60

600
500-
400-
300-
200-
100-

~~~n.

.rA.r.A

EB
10 20 30 40 50 60

Sessions

Fig. 8. For the subjects in Experiment 2 for whom staying in Location 3 was punished, total response duration
for all locations during each session of the baseline, response cost, and return to baseline phases.

500-
400
300
200-
100-

500
400-
300
200
100

500
400
300
200
100

10 20 30 40 50 60

Sessions

186

-N



RESPONSE COST AND RESTRICTION

Base

11
10

Base
800

600-

400-

200
H13
10:

CostCost Base

El
20 30 40 50

187

Base

\4NA_m
Ii

20 30 40 50 60

800

600

400-

200

10 20 30 40 50

800'

600'

400'

200'

10 20 30 40 50

RII
10 20 30 40 50 60

VAAM\

10 20 30 40 50 60

800

600

400

200-

10 20 30 40 50 60

Sessions
Fig. 9. For the subjects in Experiment 2 for whom staying in Location 2 was punished, total response duration

for all locations during each session of the baseline, response cost, and return to baseline phases.

700
600
500
400
300-
200-
100,

700
600
500-
400
300
200
100

0A

'3
O3
HA

700
600
500
400
300'
200
100

700
600-
500'
400'
300'
200'
100'

10 20 30 40 50

Sessions



JOHN CROSBIE

OBaseline 1
600 B Response Cost

500 H06 M Baseline 2

400- > Follower-2

300'i

1 2 3 4

600 H09 , Follower

2000

100i

0

1 2 3 4

E 600 H09 > Follower
500~ fil11

100 1 _ [

1 2 3 4

O Baseline 1
600 U Restriction

1 2 3 4

600 H08
00' > Follower

100 2

100 |1l 0l11

1 2 3 4

600 H1 >Follower

1 2 3 4

Location

600- H13 > Follower

300'

1 2 3 4

Location
Fig. 10. For each subject in Experiment 2, mean response duration for each location during the last eight sessions

of the baseline, response cost or restriction, and return to baseline phases. The target location was "3" for H06, H07,
H08, and H09, and "2" for H11, H12, and H13. The location that followed the target most frequently during the
first baseline phase is marked ">Follower."

188



RESPONSE COST AND RESTRICTION

Table 3

Experiment 2: Mean bout duration (Mbout), mean interbout interval (MIBI), and temporal
similarity to the target response (TS) for each of the four locations during the last eight baseline
sessions. Percentage of change relative to Baseline 1 is also shown.

Locations

Subjects LI L2 L3 L4

Restriction
H07 Mbout 24.924 26.041 28.041 29.614

MIBI 10.000 15.500 21.125 41.625
TS 14.242 7.624a - 22.073
% Change 197.17 137.42 0.02 110.03

H08 Mbout 23.236 27.346 26.738 29.038
MIBI 11.125 13.375 24.000 37.500
TS 16.377 11.233a 15.800
% Change 151.67 96.34 0.35 123.30

H12 Mbout 18.927 19.201 18.945 18.162
MIBI 8.875 11.875 20.500 33.375
TS 3.275a - 8.882 22.539
% Change 145.53 0.01 137.89 112.20

Response cost
H06 Mbout 28.143 33.857 38.550 36.528

MIBI 8.875 15.375 19.375 42.500
TS 20.907 8.693a 25.147
% Change 160.45 156.56 0.04 93.02

H09 Mbout 27.792 33.860 43.919 77.900
MIBI 9.625 14.875 21.000 37.875
TS 27.503 16.185a 49.965
% Change 184.58 135.70 0.04 127.74

Hll Mbout 20.715 21.317 21.589 22.794
MIBI 9.125 14.250 17.875 29.250
TS 5.727 3.897a 16.477
% Change 143.02 0.12 123.17 129.87

H13 Mbout 14.519 14.461 14.119 14.981
MIBI 9.750 14.750 18.250 31.125
TS 5.058 3.842a 16.895
% Change 144.03 0.03 132.22 119.36

a Greatest temporal similarity to the target location.

It is not apparent how Crosbie's procedures
can be modified further to make them more
similar to those of Dunham et al. (1986), un-
less new topographically dissimilar naturally
occurring or leisure responses are employed. I
believe that this would be a retrograde step for
the present project because such responses
sometimes have a previous reinforcement his-
tory, they are not interchangeable, and vari-
ables such as reinforcer magnitude and sched-
ule cannot be manipulated easily. Perhaps it
is time for the projects of Dunham and Crosbie
to proceed independently and to assess further
the by-products of punishment and restriction
within their respective paradigms; the task of
determining why the two techniques produce
different results can be left to future research-
ers.

Implications of the Present Results

The most consistent finding of the present
experiments was that, when one response was
removed from the repertoire by restriction or
response cost, the time spent on all other re-
sponses increased. Furthermore, responses with
the lowest rates of reinforcement and response
duration during baseline often had the largest
increases in time during the restriction or re-
sponse cost phase. The present results can
therefore be discussed not only within the con-
text of punishment contrast and the findings
of Dunham and Crosbie but also with respect
to the time allocation and redistribution lit-
erature (e.g., Bernstein & Ebbesen, 1978; De-
luty, 1976; de Villiers, 1981; Dunham, 1972;
Luce, 1959; Premack, 1965; Tversky, 1972).
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According to the constant proportions rule
(Dunham, 1972; Luce, 1959), removing one
response from a repertoire will not alter the
relative proportions of time allocated to the
remaining responses. Time allocated to each
remaining response will increase, but this in-
crease will be directly proportional to the time
allocated to the response during baseline (i.e.,
all responses will have the same percentage
change). In a similar vein, the matching law
(Herrnstein, 1970) suggests that the time a
response is allocated is proportional to its rel-
ative reinforcement frequency. If one response
is removed from the repertoire and relative
reinforcement frequency does not change for
the remaining responses (as in the present ex-
periments), all responses will have the same
percentage increase in time allocation (the
matching law models of Deluty, 1976, and de
Villiers, 1981, both make this prediction if the
target is eliminated completely by punish-
ment). The present results do not support this
rule, because percentage change varied con-
siderably across nontarget responses. Dunham
(1978) also found that constant proportions
were not maintained following punishment of
one response with gerbils.
A weaker version of this rule is that, al-

though exact proportions may vary, the rank
order of time allocated remains constant
(Tversky, 1972). The results from the present
Experiment 1 do not support this constant rank
rule; if anything there was a slight inverse
relationship between the ranks during baseline
and the restriction or response cost phase. For
Experiment 2, however, 4 subjects had con-
stant ranks (H06, H08, H11, and H13), and
2 others approximated this (H09 and H 12);
only 1 subject (H07) did not show this pattern.
It is not obvious why the subjects in Experi-
ment 2 had constant ranks whereas those in
Experiment 1 did not. Future researchers might
profitably investigate whether this rule applies
only with effortful responses.

In addition to providing new data to test
time allocation rules, the present results may
also provide new evidence for behavioral mo-
mentum (Nevin, 1988; Nevin, Mandell, &
Atak, 1983). According to this proposition, the
greater the frequency of reinforcement, the less
responding will change when some external
force is applied (e.g., extinction, prefeeding,
and punishment). In the present Experiment

2, Location 1 had the lowest reinforcement
frequency during baseline plus the greatest
percentage change in response duration for all
subjects (see Table 3). Furthermore, Location
4 had the greatest reinforcer frequency for all
subjects, and for 5 of the 7 subjects this location
had the smallest percentage change. Because
locations also differed in response force re-
quirement and time allocation, it is not clear
that there is a functional relationship between
reinforcer frequency and change in time al-
location. Nonetheless, behavioral momentum
has excellent theoretical credentials, and this
possibility deserves experimental considera-
tion.

Future Directions
Several improvements could be made to the

present procedures. Subjects had the largest
increases for the top location and the smallest
increases for the bottom location. It is therefore
possible that the present results were produced
by a position preference. To eliminate such a
possibility, subjects could respond at only one
location with a different color correlated with
each set of contingencies, and select the next
condition by pressing a changeover key (Find-
ley, 1958).

Another recommendation is the use of milder
response cost so that target responding is not
completely eliminated. With leaner VI sched-
ules (e.g., VI 3 min) reinforcer frequency would
be relatively unaffected, and changes in un-
punished responses could be attributed to pun-
ishment and not to the reduction of total re-
inforcement.

Finally, the conditions to be presented in
the concurrent schedule should first be pre-
sented separately in a multiple schedule, and
subjects should told explicitly that the condi-
tions are independent. This is likely to produce
better matching between contingencies and time
allocation (Takahashi & Iwamoto, 1986).

It is a difficult technical challenge to study
time redistribution in humans following
changes to one response in a free-operant rep-
ertoire. The present experiments have shown
one way that this can be achieved, and illus-
trate the possibilities offered by being able to
manipulate the number of responses in the
repertoire, response effort, reinforcer magni-
tude and frequency, punishment magnitude
and frequency, and response topography. Fu-
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ture studies might consider increasing the
number of responses in a repertoire after base-
line or increasing the time allocated to a re-
sponse (e.g., by increasing reinforcer fre-
quency for that response) to determine whether
the present findings form part of a continuum
or are unique to removal of a response. With
appropriate technology and free-operant re-
sponses, there are endless possibilities for ex-
ploring time redistribution with humans.
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